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Many of the slides in this lecture are adapted from the sources below. Copyrights belong to the original authors.
• LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-

courses/langchain-for-llm-application-development/ 
• LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-

data/ 
• AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 
• Building LLM Powered Applications By Valentina Alto,  Packt Publishing, May 2024
• AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications
• LLMs in Production by by Christopher Brousseau, Matthew Sharp, Jan 2025, Manning Publications
• Shunyu Yao, “LLM agents: brief history and overview,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 

2024, https://rdi.berkeley.edu/llm-agents/assets/llm_agent_history.pdf, https://www.youtube.com/watch?v=RM6ZArd2nVc

• Chi Wang, “Agentic AI Frameworks & AutoGen,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 2024, https://rdi.berkeley.edu/llm-
agents-mooc/slides/autogen.pdf, https://www.youtube.com/watch?v=OOdtmCMSOo4

• Jerry Liu, “Building a Multimodal Knowledge Assistant (LlamaIndex),” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 
2024, https://rdi.berkeley.edu/llm-agents-mooc/slides/MKA.pdf, https://www.youtube.com/watch?v=OOdtmCMSOo4

• Ruslan Salakhutdinov, “Multimodal Autonomous AI Agents,” Guest Lecture for UC Berkeley MOOC on Advanced Large Language Model Agents, Spring 
2025, https://rdi.berkeley.edu/adv-llm-agents/slides/ruslan-multimodal.pdf, https://www.youtube.com/live/RPINOYM12RU

• Nicolas Chapados, “AI Agents for Enterprise Workflows,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 2024, 
https://rdi.berkeley.edu/llm-agents/assets/agentworkflows.pdf, https://www.youtube.com/live/-yf-e-9FvOc• Ben Mann, “Measuring Agent capabilities and Anthropic’s RSP,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 2024, 
https://rdi.berkeley.edu/llm-agents/assets/antrsp.pdf, https://www.youtube.com/live/6y2AnWol7oo• Caiming Xiong, “Multimodal Agents – from Perception to Action,” Guest Lecture for UC Berkeley MOOC on Advanced Large Language Model Agents, 
Spring 2025, https://rdi.berkeley.edu/llm-agents-mooc/slides/Multimodal_Agent_caiming.pdf, https://www.youtube.com/live/n__Tim8K2IY

• Omar Khattab, “Compound AI Systems & the DSPy Framework,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 2024, 
https://rdi.berkeley.edu/llm-agents-mooc/slides/dspy_lec.pdf, https://www.youtube.com/live/JEMYuzrKLUw

• Graham Neubig, “Agents for Software Development,” Guest Lecture for UC Berkeley MOOC on Large Language Model Agents, Fall 2024, 
https://rdi.berkeley.edu/llm-agents-mooc/slides/neubig24softwareagents.pdf, https://www.youtube.com/live/f9L9Fkq-8K4
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An LLM-powered Application

Source: LLMs in Production by By Christopher Brousseau, Matthew Sharp, Jan 2025, Manning Publications



Process-Flow of a Sample LLM-powered Application: 
a Minimalist  ChatBot

Source: LLMs in Production by By Christopher Brousseau, Matthew Sharp, Jan 2025, Manning Publications

OR

Any other common component needed in the process flow ? 
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A conversational UI to reduce the gap
between the user and the database or ext. tools

An LLM-powered Copilot A Copilot w/ grounding

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024

Copilot (aka AI Assistant): An LLM-powered Application
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A Multimodal Application via an LLM w/ Single-modal Tools

To contrast with a Multimodal-NATIVE LLM (later)

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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High-level Architecture of an LLM-powered Application

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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LLM-application/ Agent Development Frameworks

Source: https://medium.com/@varmalearn/a-casual-guide-to-the-top-agentic-ai-frameworks-in-2025-9299dd94e034
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Components of LangChain

LangChain: a framework for building LLM-based Applications 

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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Haystack’s components

Haystack: a framework for building LLM-based Applications 

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024



11

Anatomy of Semantic Kernel

Semantic Kernel: a framework for building LLM-based Applications 

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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More on Semantic Kernel 
as well as other Agentic AI 
frameworks  later…

LangChain vs. Haystack vs. Semantic Kernel

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Developing LLM-based Applications
with LangChain
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Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, 
https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

LangChain Overview
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Components of LangChain

LangChain: a framework for building LLM-based Applications 

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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Components of LangChain

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, 
https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Components of  LangChain



17
Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng.  https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Process Flow Orchestration with “Chains”
Simple Sequential Chain: One i/p, One o/p Router Chain:

A Router Chain Example

A Chain is sequence of calls. Those calls can be to LLMs, External Tools, or Data Processing steps

Sequential Chain: Multiple i/p, Multiple o/p
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Components of LangChain

LangChain: a framework for building LLM-based Applications 

Source: Building LLM Powered Applications by Valentina Alto,  Packt Publishing, May 2024
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LangChain Memory Types

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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LangChain Memory TypesLangChain Memory Types

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 



21Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Document Loading with LangChain



22Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Document Splitting with LangChain



23Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Different Types of Splitters in LangChain



24Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Support of Vector Store in LangChain



25Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Basic RAG support w/  Vector Store in LangChain



26Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Retrieval Support in LangChain



27Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Retrieval based on Maximum Marginal Relevance (MMR)



28Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

LLM-aided Retrieval



29Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Compression Support



30Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Q&A Support via Retrieval



31Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Retrieval Chain with LLM Selection



32Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, 
https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Facilitating Q&A over Documents with LangChain
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Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Agent Support in LangChain

To construct a minimalist Agent, we need:
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Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

More Agent Support in LangChain
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Source: LangChain Chat with your Data – a short course by Harrison Chase, https://www.deeplearning.ai/short-courses/langchain-chat-with-your-data/ 

Implementation Examples with LangChain
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Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Interfacing with existing LLMs via "Models”
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Models, Prompts and Parsers

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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Setting up/ Using Prompt Templates in LangChain

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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Setting up/ Using Prompt Templates in LangChain

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 



40
Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Setting up/ Using Prompt Templates in LangChain
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Setting up/ Using Prompt Templates in LangChain

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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Prompting and Parsing with LangChain

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 

Why LangChain introduces Prompt Templates ?
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Models, Prompts and ParsersLangChain o/p Parsing works w/ Prompt Templates

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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LangChain Output Parsing: Extraction and Formatting

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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LangChain Output Extraction and Formatting and ParserLangChain Output Parsing: Extraction and Formatting

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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LangChain Output Parsing: Extraction and Formatting

Source: LangChain for LLM Application Development – a short course by Harrison Chase, Andrew Ng, https://www.deeplearning.ai/short-courses/langchain-for-llm-application-development/ 
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LangChain Output Parsing: Extraction and Formatting



49

LangChain Output Parsing: Extraction and Formatting
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Enpowering LLM-based Applications 
with External Actions



How ChatGPT interacts w/ the Outside World via Plugins

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications
Figure 5.1 How a ChatGPT plugin operates and how plugins and other external tools (e.g., APIs) align with the Use External Tools prompt engineering strategy



Microsoft’s Semantic Kernel as a Plugin for ChatGPT

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications

Semantic Kernel (SK) is another open source project 
from Microsoft intended to help build AI applications.
At its core, the project is best used to define actions, or 
what the platform calls semantic plugins, which are
wrappers for skills and functions. 

This figure shows how the SK can be used as a plugin 
and a consumer of OpenAI plugins. 

The SK relies on the OpenAI plugin definition to define a 
plugin. That way, it can consume and publish itself or 
other plugins to other systems.

An OpenAI plugin definition maps precisely to the 
function definitions. This means that SK is the 
orchestrator of API tool calls, aka plugins. 

That also means that SK can help organize multiple 
plugins with a chat interface or an agent.



From LLM-powered Application to AI Agent



From “LLM-powered Application” to “AI Agent”

Source: AI Agents in Action, 
by Michael Lanham, Feb 2025, 
Manning Publications

The differences between the LLM interactions from direct action compared to using proxy agents, agents, and autonomous agents

Agent == Act on “YOUR” behalf
at various level of autonomy  !

“YOUR” can be == Users

“YOUR” can also be an Ext. App



How an Agent uses Actions to perform External Tasks

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications

Agent == Act on User’s behalf !



Key Functional Components of a Single-Agent System

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



In-Depth Look at the 
Key Functional Components of an Agent



The Profile and Persona Component of an Agent

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



Agent Action and Tool Use

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



Agent Memory and Knowledge

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



Reasoning and Evaluation Functions of an Agent

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



Planning and Feedback Functions of an Agent

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



63Source: https://medium.com/@varmalearn/a-casual-guide-to-the-top-agentic-ai-frameworks-in-2025-9299dd94e034

Comparisons of Agentic AI Frameworks



Process-Flow of the original AutoGPT agent system

Source: AI Agents in Action, 
by Michael Lanham, 
Feb 2025, Manning Publications



A Vision on
how an Agent Interacts with other Software Systems

Source: AI Agents in Action, 
by Michael Lanham, Feb 2025, 
Manning Publications
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Implementing AI Agents with 
LangChain / LangGraph



Use LangChain only, Not LangGraph !



Recap: ReAct = Reasoning and Acting



Example of ReAct w/ a Zero-Shot ReAct Prompt

Source: Shunyu Yao of OpenAI, “LLM Agents: Brief History and Overview”, talk for Berkeley’s MOOC CS294/194-196 on Large Language Model Agents, Fall 2024.



Example of ReAct

Source: Shunyu Yao of OpenAI, “LLM Agents: Brief History and Overview”, talk for Berkeley’s MOOC CS294/194-196 on Large Language Model Agents, Fall 2024.



Example of ReAct

Source: Shunyu Yao of OpenAI, “LLM Agents: Brief History and Overview”, talk for Berkeley’s MOOC CS294/194-196 on Large Language Model Agents, Fall 2024.



High-level Architecture of a ReAct Agent 
using Gemini

Source: https://medium.com/google-cloud/building-react-agents-from-scratch-a-hands-on-guide-using-gemini-ffe4621d90ae
https://github.com/arunpshankar/react-from-scratch

https://medium.com/google-cloud/building-react-agents-from-scratch-a-hands-on-guide-using-gemini-ffe4621d90ae
https://github.com/arunpshankar/react-from-scratch


Process-Flow of a
ReAct Agent 

Source: 
https://medium.com/google-cloud/building-react-agents-from-scratch-a-hands-on-guide-using-gemini-ffe4621d90ae
https://github.com/arunpshankar/react-from-scratch

https://medium.com/google-cloud/building-react-agents-from-scratch-a-hands-on-guide-using-gemini-ffe4621d90ae
https://github.com/arunpshankar/react-from-scratch


Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct AI agent using 
LangChain Prompt Templates/ Library

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Building a ReAct-based AI Agent w/ vanillia LangChain

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 

AI Agents in LangGraph



Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 

Recap: LangChain Prompt Templates



LangChain Prompt Templates

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



LangChain Tools

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



What’s New in LangGraph for building AI Agents ?

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



What’s New in LangGraph for building AI Agents ?

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



What’s New in LangGraph for building AI Agents ?

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



What’s New in LangGraph for building AI Agents ?

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



What’s New in LangGraph for building AI Agents ?

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Tracking and Manipulating
State Memory for Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



AI Agents in LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



Human in the Loop
w/ LangGraph

Source: AI Agents in LangGraph– a short course by Harrison Chase, Rotem Weiss, https://www.deeplearning.ai/short-courses/ai-agents-in-langgraph/ 



From Single-Agent to Multi-Agent Systems



A Sample Multi-Agent System

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications

In this example of a multi-agent system, the controller or agent proxy communicates directly with the user. Two agents—a 
coder and a tester —work in the background to create code and write unit tests to test the code.



How AutoGen Agents communicates/ coordinates 
via Multi-Agent “Conversation”

Source: AI Agents in Action, 
by Michael Lanham, 
Feb 2025, 
Manning Publications

This figure shows a schematic diagram of the agent connection/communication patterns AutoGen employs. AutoGen is a conversational multi agent platform 
because communication is done using natural language. Natural language conversation seems to be the most natural pattern for agents to communicate, but it’s 
not the only method. AutoGen supports various conversational patterns, from group and hierarchical to the more common and simpler proxy communication. In 
proxy communication, one agent acts as a proxy and directs communication to relevant agents to complete tasks. 



User Proxy Agent and Assistant Agent 
Communication under AutoGen

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications

The basic pattern in AutoGen uses a UserProxy and one or more assistant agents. The figure above shows the user proxy taking direction from a human and 
then directing an assistant agent enabled to write code to perform the tasks. Each time the assistant completes a task, the proxy agent reviews, evaluates, and 
provides feedback to the assistant. This iteration loop continues until the proxy is satisfied with the results.



Nested vs. Group Chat for 
Conversable Agents under AutoGen

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications



Composition and Sequential Processing in CrewAI

Source: AI Agents in Action, by Michael Lanham, Feb 2025, Manning Publications

CrewAI supports two primary forms of processing: sequential and hierarchical.
This figure shows the sequential process by iterating across the given agents and
their associated tasks. In the next section, we dig into some code to set up a crew
and employ it to complete a goal and create a good joke.

Figure 4.10 shows the main elements of the CrewAI platform, how they connect
together, and their primary function. It shows a sequential-processing agent system
with generic researcher and writer agents. Agents are assigned tasks that
may also include tools or memory to assist them.



Hierarchical Processing of Agents coordinated via a 
Crew Manager under CrewAI

Source: AI Agents in Action, by Michael Lanham, 
Feb 2025, Manning Publications



Additional Types of Agentic Frameworks



Frameworks that Address 
Agent Development Needs

v Resumable sessions 
v Low-code components 
v Fine-grain control
v Concurrency
v Streaming

Examples: 
LangGraph, AutoGen, Crew:

v Agent == resumable 
modular state machine

Different Types of Agentic Frameworks
(per ServiceNow Inc., creator of TapeAgents)

“Holistic” Frameworks

TapeAgents:

v Agent == resumable 
modular state machine

v with Structured config.
v that makes granular 

Structured logs
v that can make fine-

tuning data from logs
v and can reuse other 

agents’ logs 

Frameworks focus on Data-
Driven Agent Optimization

v Structured Agent Config.
v Structured Agent Logs 
v Optimization algorithms

Examples:
DSPy, TextGrad, Trace:

v Agent == code that uses 
Structured modules and 
generates Structured 
logs



The                       Framework

Omar Khattab, “Compound AI Systems & the DSPy Framework”



What is                       ? 

● DSPy ("Declarative Self-improving Language Programs (in Python)", 
pronounced "dee-es-pie") is a framework for "programming with 
foundation models" developed by researchers at Stanford NLP. 

● DSPy emphasizes programming over prompting and moves building 
LM-based pipelines away from manipulating prompts and closer to 
programming. Thus, it aims to solve the fragility problem in 
building LM-based applications.

● DSPy provides a more systematic approach to building LM-based 
applications by separating the information flow of your program 
from the parameters (prompts and LM weights) of each step. DSPy
will then take your program and automatically optimize how to 
prompt (or finetune) LMs for your particular task.

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/

https://github.com/stanfordnlp/dspy


Source: https://www.linkedin.com/posts/edwardschmuhl_dspy-is-on-fire-right-now-declarative-activity-7170825791604256769-6ldF/

DSPy in a nutshell



New Concepts/ Abstractions under DSPy

v Hand-written prompts and fine-tuning are abstracted and replaced 
by signatures

v Prompting techniques, such as Chain of Thought or ReAct, are 
abstracted and replaced by modules

v Manual prompt engineering is automated with optimizers 
(teleprompters) and a DSPy Compiler

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/

https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/
https://arxiv.org/pdf/2201.11903.pdf
https://arxiv.org/pdf/2210.03629.pdf
https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/
https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/
https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/


What is                       ? 

● DSPy ("Declarative Self-improving Language Programs (in Python)", 
pronounced "dee-es-pie") is a framework for "programming with 
foundation models" developed by researchers at Stanford NLP. 

● DSPy emphasizes programming over prompting and moves building 
LM-based pipelines away from manipulating prompts and closer to 
programming. Thus, it aims to solve the fragility problem in 
building LM-based applications.

● DSPy provides a more systematic approach to building LM-based 
applications by separating the information flow of your program 
from the parameters (prompts and LM weights) of each step. DSPy
will then take your program and automatically optimize how to 
prompt (or finetune) LMs for your particular task.

Source: Omar Khattab, “Compound AI Systems & the DSPy Framework,” https://rdi.berkeley.edu/llm-agents-mooc/slides/dspy_lec.pdf

https://github.com/stanfordnlp/dspy


Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/

Workflow of DSPy



Workflow of DSPy

1. Collect dataset: Collect a few examples of the inputs and outputs of 
your program (e.g., question and answer pairs), which will be used to 
optimize your pipeline.

2. Write DSPy program: Define your program’s logic with signatures and 
modules and the information flow among the components to solve 
your task.

3. Define validation logic: Define a logic to optimize your program for 
using a validation metric and an optimizer (teleprompter).

4. Compile DSPy program: The DSPy compiler takes the training data, 
program, optimizer, and validation metric into account to optimize 
your program (e.g., prompts or finetunes).

5. Iterate: Repeat the process by improving your data, program, or 
validation until you are happy with your pipeline’s performance.

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/



Workflow of DSPy

Source: https://qdrant.tech/blog/dspy-vs-langchain



Source: https://cobusgreyling.medium.com/an-introduction-to-dspy-00306973acbc

The notion of “Signature” in DSPy

Signature
Every call from DSPy to the LLM requires a signature, the signature consists of three elements, as shown above: 
1) A minimal description of the sub-task. A description of one or more 2) input fields and 3) output fields.

Instead of free-form string prompts, DSPy programs use natural language signatures to assign work to the LM.
A DSPy signature is natural-language typed declaration of a function which can be described as a short declarative 
specification that tells DSPy what a text transformation needs to do. Rather than how a specific LM should be 
prompted to implement that behaviour.



Examples of  “Signatures” in DSPy

Complete Notation for Signature  “context, question -> answer” :

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/



A Sample Chain-of-Thought “module” in DSPy
to abstract the specific CoT prompting technique

Initial Implementation of the Signature  “context, question -> answer” with a ChainOfThought module :



Some built-in modules in DSPy

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-
hello-programming-4ca1c6ce3eb9/

v For abstracting the corresponding 
Prompting techniques



Built-in Teleprompters (Optimizers) for DSPy programs

Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-
hello-programming-4ca1c6ce3eb9/

v Teleprompters automates (optimizes) 
prompting for arbitrary pipelines

v A teleprompter takes a metric, and 
together with the DSPy compiler, learn to 
bootstrap select effective prompts for a 
DSPy program’s modules.

v There are also SignatureOptimizers
which improve the o/p prefixes the 
instruction of the signatures in a module 
under zero/few-shot setting. 



Source: https://cobusgreyling.medium.com/an-introduction-to-dspy-00306973acbc

The DSPy Optimizer



DSPy Compiler

Initial Implementation of the Signature  “context, question -> answer” with a ChainOfThought module :
Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/



Source: https://cobusgreyling.medium.com/an-introduction-to-dspy-00306973acbc

The DSPy Optimizer



DSPy Compiler (cont’d)

Initial Implementation of the Signature  “context, question -> answer” with a ChainOfThought module :
Source: https://towardsdatascience.com/intro-to-dspy-goodbye-prompting-hello-programming-4ca1c6ce3eb9/



Comparative Analysis: LangChain vs. DSPy

Source: https://qdrant.tech/blog/dspy-vs-langchain
Reference: https://www.infoworld.com/article/3956455/dspy-an-open-source-framework-for-llm-powered-applications.html

IMHO,
DSPy though 
with high 
potential,
is still a bit 
Immature as 
of early 2025 !

https://qdrant.tech/blog/dspy-vs-langchain


A Deployment Example: 
JetBlue’s RAG Chatbot w/ Databricks & DSPy

Initial Implementation of the Signature  “context, question -> answer” with a ChainOfThought module :

Source: https://www.databricks.com/blog/optimizing-databricks-llm-pipelines-dspy



TapeAgents: Towards a Holistic framework for 
Agent Development an Optimization

Source: ServiceNow, Inc. 2024



Frameworks that Address 
Agent Development Needs

v Resumable sessions 
v Low-code components 
v Fine-grain control
v Concurrency
v Streaming

Examples: 
LangGraph, AutoGen, Crew:

v Agent == resumable 
modular state machine

TapeAgents w/ other types of Agentic Frameworks

“Holistic” Frameworks

TapeAgents:

v Agent == resumable 
modular state machine

v with Structured config.
v that makes granular 

Structured logs
v that can make fine-

tuning data from logs
v and can reuse other 

agents’ logs 

Frameworks focus on Data-
Driven Agent Optimization

v Structured Agent Config.
v Structured Agent Logs 
v Optimization algorithms

Examples:
DSPy, TextGrad, Trace:

v Agent == code that uses 
Structured modules and 
generates Structured 
logs



Comparing TapeAgents with other Agentic Frameworks:
LangGraph, DSPy, AutoGen

Source: ServiceNow, Inc. 2024



Agent Reasoning Loop example under TapeAgents

Source: ServiceNow, Inc. 2024



Agent Reasoning 
Loop example

under TapeAgents

Source: ServiceNow, Inc. 2024



Optimization of  Student-Agent using Tapes from Teacher-Agent

Source: ServiceNow, Inc. 2024



v Task: conversational assistant that routes the user to the right form and helps fill it
v Constraints: 5-star conversational experience at low compute cost
v 3 training domains: FlyCorp, BigBankCorp, CoffeeCorp

v 3 testing domains: DriveCorp, LuxuryCorp, ShopCorp
v Metric: GREADTH

► Grounded, REsponsive, Accurate, Disciplined, Transparent, Helpful
v Method:

► Generate synthetic tapes with 19 user agents and a 5-node LLAMA-405B Teacher

► Finetune 1-node LLAMA-8B Student
v Outcome: Student matches GPT-4o performance at 300x lower cost

Case Study with TapeAgents: A Form-Filling Assistant 

Source: ServiceNow, Inc. 2024



Experimental Results of Form-Filling Assistant 

Source: ServiceNow, Inc. 2024



State of AI Agents (circa early 2025)



Agentic AI Frameworks & Benchmarks



Agentic AI Frameworks & Benchmarks (cont’d)



v Computer tasks often involve 
multiple apps and interfaces

v Powered by advancements in large 
vision-language-action models 
(VLA-Ms)

v Make digital interactions more 
accessible and vastly increase 
human productivity

Multi-modal Agents/ Multi-modal Agentic AI Applications

Source: Salesforce



Leading AI Agent Use Cases  

Source: https://www.langchain.com/stateofaiagents



Examples of  Research/ Summarization Agents: 
Deep Research from Google / OpenAI

Source: Junde Wu et al, Agentic Reasoning: Reasoning LLMs with Tools for the Deep Research, https://arxiv.org/pdf/2502.04644



Coding Agents  

SWE-bench: Can Language Models Resolve Real-World GitHub Issues?, (Jimenez et al., 2023)
MLE-bench: Evaluating Machine Learning Agents on Machine Learning Engineering, (Chan et al., 2024)



How can Coding Agents help Developers ?  

SWE-bench: Can Language Models Resolve Real-World GitHub Issues?, (Jimenez et al., 2023)
MLE-bench: Evaluating Machine Learning Agents on Machine Learning Engineering, (Chan et al., 2024)



Promising Performance of Coding Agents

v Code Generation has already led to Large Improvements in Productivity [Github 2023]



Challenges in Coding Agents
v Working under Different System Environments

► Source Repositories, Task Management Software, Office Software, Communication Tools
► Actual vs. Testing Environment

v Designing Observations & Actions
► Must understand repository structure
► Can read in existing code
► Can modify and generate code
► Can run code and debug

v File Localization (exploration)

v Planning and Error Recovery

v Safety: Preventing Coding Agents from causing harm by accident or intentionally, e.g. 
► push not-yet-ready/ wrong codes to main branch
► “make the tests pass” becomes “deleting the tests”
► create a new attack-surface for hacking/ code poisoning

v Better support for Human-in-the-loop

v Agentic training methods

v Broader software tasks than coding



Mobile (Virtual Voice) Agents  

On the Effects of Data Scale on Computer Control Agents, (Li et al., 2024)



Web Agents  

World of Bits: An Open-Domain Platform for Web-Based Agents, (Shi et al., 2017)
Mind2Web: Towards a Generalist Agent for the Web, (Deng et al., 2023)
WebArena: A Realistic Web Environment for Building Autonomous Agents, (Zhou et al., 2023)
Browsergym: a Gym Environment for Web Task Automation (Drouin et al., 2024)



Recap: Architecture of an AI Agent

Source: https://www.langchain.com/stateofaiagents



What’s special / difficult with Web Agents ?

Source: ServiceNow Inc. 

API Agents

v Observations: API call results, 
search history, user-uploaded 
images, chat history

v Actions: API calls, search calls, 
responses to the user

v Pros: Lower latency, lower 
risks

v Cons: needs appropriate APIs

Web Agents

v Observations: what human 
would see + accessibility tree / 
raw DOM

v Actions: enter text in fields, 
clicks

v Pros: can do anything
v Cons: higher latency, higher 

risks



Some Challenges in Web Agents
MUST be able to deal with the World WILD Web !

v Long Context Understanding
► HTML pages are complex, easily filling up > 100K tokens

v Long-term planning
► Need to infer/ understand/ reason, set and meet complex objectives / constraints
► Need to visit many websites, process man webpages to search for the right path ; errors can easily 

be cumulated and exponentially compounded

v Learning and adaptability
► Messy HTML, Interactive/ Dynamic elements, New Features/ web programming construct/ 

languages!

v Strong Multimodality support/ understanding
► Need to process and understand not only text feedback but also ”pixel”s !

v Cost and efficiency
► To be viable, Web Agents must produce more value than they cost !

v Safety and Alignment
► Warn and protect you when your Web Agent logs into your Bank Account to wire your funds away !



Web Agent Research Milestones



Web Agent Research Milestones (cont’d)



Many Web Agent Benchmarks but lack unification 

v MiniWoB++ (Shi et al., 2017; Liu et al., 2018) 125 tasks

v WebShop (Yao, Chen et al., 2022) 12087 tasks

v WebArena (Zhou et al., 2023) 812 tasks

v VisualWebArena (Koh et al., 2024) 910 tasks

v WebLINX (Lù et al., 2024) 2300 tasks

v WebCanvas (Pan et al., 2024) 438 tasks

v WebVoyager (He et al., 2024) 643 tasks

v AssistantBench (Yoran et al., 2024) 214 tasks

v WorkArena++ (ServiceNow Research, 2024) 682 tasks



An Example: WorkArena a Benchmark for 
Enterprise Workflow Web Agent



Another Example: WorkArena++: a Benchmark towards 
Realistic Enterprise Workflows



WorkArena++: a Benchmark towards 
Realistic Enterprise Workflows



Weak Performance on the WorkArena++ Benchmark



OSWorld: a Benchmark for Computer Use

OSWorld: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments, (Xie et al., 2024)



OSWorld Benchmark Dataset

OSWorld: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments, (Xie et al., 2024)



Performance on OSWorld Benchmark

OSWorld: Benchmarking Multimodal Agents for Open-Ended Tasks in Real Computer Environments, (Xie et al., 2024)



Some Recent Progress on OSWorld Benchmark Performance

https://www.anthropic.com/news/3-5-models-and-computer-use



Some Recent Progress on OSWorld Benchmark Performance

https://openai.com/index/computer-using-agent/



Robotic Process Automation (RPA) w/ Physical Agents  

https://www.figure.ai/news/helix



Impact of AI Agents on Job Nature 

Source: https://www.langchain.com/stateofaiagents



Impact of AI Agents on Job Nature (cont’d) 

Source: https://www.langchain.com/stateofaiagents



Automation in Enterprise Workflows

Source: https://www.langchain.com/stateofaiagents



Current Target Area of Web Agents

Source: https://www.langchain.com/stateofaiagents
© 2024 ServiceNow, Inc. 
All Rights Reserved.



Common Failure Modes of Current Web Agents and 
Future Directions 

v Lack Long-Horizon Reasoning and Planning
► Models oscillate between two webpages, or get stuck in a loop
► Correctly performing tasks but undoing them
► Agents tend to stop exploration / execution too early

How to Close the Gap ?
v Allow agent to Search, execute and coordinate multiple instances in parallel 

and ask for clarifications/confirmations

v Develop Stronger Multimodal, i.e. Vision-Language-Code Models

v Identify the appropriate level of abstraction for Agents (HTML/ Screenshots / 
APIs)


